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The CSSF thematic report on AI of 3 
May 2023 has revealed that about 
one third of financial institutions 

that participated in a joint survey of the 
CSSF and the BCL(1) have confirmed to 
have invested in artificial intelligence 
technology (‘AI’) in 2021, and indicated 
a general increase of panned invest-
ments for the years 2022-2023 across all in-
novative technologies. In April 2023, three 
fourths of respondents who partici-
pated in a survey carried out 
by the Luxembourg Ban-
ker’s Association (ABBL) 
considered ChatGPT as an 
opportunity for their business 
rather than a threat(2).  
 
AI is an innovative technology that 
can serve to benefit the financial sector 
by, for example, improving fraud detection 
mechanisms, improving internal efficiencies, and 
providing for new customer insights.  
 
As the use of AI also entails new challenges and risks, 
the European Commission proposed in 2021 a har-
monized legal framework on AI in the EU (the “draft 
AI Act”). The European Parliament’s leading parlia-
mentary committees have now approved and 
adopted an amended text of that draft AI Act. “We 
are on the verge of building a real landmark legisla-
tion for the digital landscape, not only for Europe but 
also for the entire world,” stated one of the co-rap-
porteurs ahead of the vote on 11 May 2023. We iden-
tified the following highlights to consider when 
preparing for the upcoming AI legal framework.  
 

Broad scope of application  
and extraterritorial reach 

 
The draft AI Act has a fairly broad material and ter-
ritorial scope and applies to the development, the 
placing on the market, the putting into service and 
the use of AI. The definition of ‘artificial intelligence 
system’ has changed. AI is currently defined as a ma-
chine-based system that is designed to operate with 
varying levels of autonomy and that can, for explicit 
or implicit objectives, generate outputs such as pre-
dictions, recommendations, or decisions that influ-
ence physical or virtual environments.  
 
Like the GDPR, the draft AI Act has extra-territorial 
reach and also applies to providers and users of AI 
systems established or located outside the EU when 
the output produced by the system is intended to be 
used within the EU. In general, the draft AI Act also 
resembles the regulatory framework applicable to 
product safety as it relies on harmonised standards 
and conformity assessments and provides different 
set of rules for providers, importers, distributors and 
users (i.e., ‘deployers’ in the draft AI Act).  
 

Unacceptable and high-risk AI systems 
 
The draft AI Act clearly follows a risk-based ap-
proach and classifies AI systems according to their 
risk level: from minimal to limited, high and unac-
ceptable. AI systems with unacceptable risk are 
banned. High-risk AI systems are not prohibited per 
se but are subject to ample requirements with regard 

to risk management, data governance, 
technical documentation, record-
keeping, transparency to users, 
human oversight, accuracy, robust-
ness and cybersecurity.  
 
The main changes to the draft AI 
Act relate to the AI systems with un-
acceptable or high-risk levels, add 

requirements for generative AI sys-
tems, including a transparency require-

ment, and add safeguards to prevent 
discrimination and violation of 

fundamental rights. The ban 
on remote biometric 

identification systems 
has been expanded.  
 

Where the initial draft 
AI Act only banned the 

use of such systems for 
‘real-time’ identification, it 

now also prohibits the use of such 
systems for ‘post’ remote biometric identifi-

cation, unless a pre-judicial authorisation has been 
granted for law enforcement purposes in the context 
of a specific serious criminal offence.  
 
A ban on the use of “purposefully” manipulative 
or deceptive techniques has been introduced. Even 
though any intentionality could be difficult to 
prove, the additional notion “purposefully” was 
eventually upheld. The untargeted scraping of fa-
cial images from the internet or CCTV footage has 
been prohibited too.  
 
The use of AI systems for emotion recognition (in-
cluding by analysing facial expressions) will be pro-
hibited in the areas of law enforcement, border 
management, in workplaces and education institu-
tions. The ban on ‘predictive policing’ has been ex-
tended from criminal offenses to administrative 
offenses. This might follow from the Dutch ‘Toeslage-
naffaire’ (child benefits scandal) where families were 
falsely accused of fraud due to a flawed algorithm. 
 
In the initial version of the draft AI Act, AI systems 
listed in Annex III were automatically qualified as 
high-risk. The amended draft AI Act includes an ad-
ditional, restrictive layer. AI systems covered by 
Annex III will only be deemed high-risk if they pose 
a significant risk of harm to the health, safety or fun-
damental rights of individuals. The list of AI systems 
covered by Annex III (high-risk) has been expanded 
and now also includes the use of AI systems in the 
recommender systems by very large online plat-
forms within the meaning of the Digital Service Act 
used to recommend user-generated content avail-
able on the platform. 
 

Generative AI systems 
 
Concerned by the use and popularity of generative 
AI systems, such as ChatGPT, Dall-E or Midjourney, 
last-minute provisions have been added to the draft 
AI Act. Providers of generative AI systems will have 
to document and make publicly available a suffi-
ciently detailed summary of the use of training data 
protected under copyright law.  
 
Even though it was initially proposed to ban the use 
of copyrighted material for training AI systems alto-
gether, such overall ban was abandoned in favour of 
the transparency requirement. Another important 

addition regarding generative AI systems is that they 
must be trained, designed and developed in such a 
way as to ensure adequate safeguards against the 
generation of content in breach of EU law in line with 
the state of the art, and without prejudice to funda-
mental rights, including the freedom of expression. 
This provision aims to ensure that generative AI sys-
tems will not create discriminatory results and that 
fundamental rights are protected. 
 

Protection of personal data 
 
The draft AI Act does not prejudice or derogate from 
the EU General Data Protection Regulation (‘GDPR’). 
It merely aims to complements the existing data pro-
tection laws. Prior to putting a high-risk AI system in 
use, deployers will have to conduct a fundamental 
rights impact assessment (‘FRIA’). Where the de-
ployer is required to carry out a data protection im-
pact assessment (‘DPIA’) under the GDPR, the DPIA 
shall be an addendum to the FRIA. When registering 
the use of high-risk AI system in the EU database, 
which is mandatory for public authorities and ‘gate-
keepers’ under the Digital Markets Act, a summary 
of the DPIA carried out must be filed.  
 
In addition to their rights under the GDPR, any per-
sons significantly affected by a decision based on a 
high-risk AI system has the right to a clear and mean-
ingful explanation from the user of the system, in-
cluding information on role of the AI system in the 
decision-making procedure, the main parameters of 
the decision taken and the related input data.  
 
Users providing such explanation must take into ac-
count the level of expertise and knowledge of the av-
erage consumer or individual. According to the joint 
survey of the CSSF and the BCL(3), 70% of the respon-
dents reported a very good, or good explainability 
of the predictions of the machine learning solutions 
used, including credit scoring use cases.  
 
Finally, the amended draft AI Act foresees that, 
where an AI system involves the processing of per-
sonal data, the EU declaration of conformity shall in-
clude a statement that the respective AI system 
complies with the GDPR. 
 

Measures in support of innovation 
 
To foster innovation, enhance legal certainty and re-
move barriers for SMEs and start-ups, the draft AI 
Act imposes on Member States to establish at least 
one AI regulatory sandbox. Such sandbox is in-
tended to provide a controlled experimentation en-
vironment for the development, testing and 
validation of innovative AI systems, under strict reg-
ulatory oversight, before their placement on the mar-
ket or putting into service. The fintech sector is 
familiar with the concept of sandboxes. They can 
help companies manage their regulatory risk during 
the development or testing phase.  
 

Model contractual terms  
and unfair B2B terms 

 
According to the amended draft AI Act, the Euro-
pean Commission shall develop recommended, 
non-binding model contractual clauses between 
providers of high-risk AI systems and their suppliers 
that provide tools, services, components or processes 
used or integrated in high-risk AI systems. Further-
more, the amended draft AI Act provides for the nul-
lity of unfair B2B terms unilaterally imposed on 

SMEs or start-ups. It thereby defines an unfair con-
tractual term as “a term of such a nature that objec-
tively impairs the ability of the party upon whom the 
term has been unilaterally imposed to protect its le-
gitimate commercial interest in the information in 
question or its use grossly deviates from good com-
mercial practice in the supply of tools, services, com-
ponents or processes that are used or integrated in a 
high-risk AI system, contrary to good faith and fair 
dealing or creates a significant imbalance between 
the rights and the obligations of the parties in the 
contract”. 
 
It also introduces a list of terms deemed unfair, such 
as terms that (i) exclude or limit the liability for in-
tentional acts or gross negligence, (ii) exclude avail-
able remedies in case of contract breach, or (iii) shift 
the financial burden of penalties in case of non-com-
pliance or of associated litigation costs.   
 

Implementation and  
sanctions for non-compliance 

 
EU Member States will designate one or more com-
petent authorities for supervising the application and 
implementation of the upcoming AI Act. With re-
spect to AI systems that are provided or used by reg-
ulated financial entities, the financial supervisory 
authorities may for instance be designated as com-
petent authority in order to ensure a coherent en-
forcement of the obligations under the various 
applicable legislations.  On EU level, an independent 
European Artificial Intelligence Office shall be estab-
lished in Brussels. 
 
Infringements are subject to sanctions which include 
differentiated administrative fines that can amount 
up to 40.000.000 euros or 7% of the total worldwide 
annual turnover of a company in case of non-com-
pliance with the prohibition of certain AI practices.  
 

Next steps 
 
The draft AI Act is expected to be voted on the Euro-
pean Parliament’s plenary session of 14 June 2023 
and will then enter the last phase of the legislative 
process. During the so-called trilogue negotiations, 
the European Commission, the European Parlia-
ment and the Council will work out the final details 
of the AI Act. Just like the GDPR, the finally adopted 
regulation on AI is expected to have an impact on 
the regulatory approaches elsewhere in the world 
with regard to AI.  
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1) More particularly, 32% of the respondents taking into account that 
138 out of 148 invited supervised institutions participated in the survey 
(CSSF, Thematic report on the use of Artificial Intelligence in the 
Luxembourg Financial Sector, published on 3 May 2023).  
2) ABBL press release “Generative AI: an opportunity rather than a 
threat”, published on 11 May 2023. 
3) CSSF, Thematic report on the use of Artificial Intelligence in the 
Luxembourg Financial Sector, published on 3 May 2023. 

Upcoming EU legislation on artificial intelligence:  

Importance for the Luxembourg Financial Market place and beyond

Tokeny, the leading tokenization plat-
form and main contributor to the pro-
tocol, announced that the version 4.0 of 

the T-REX implementation of the ERC3643, 
the open source blockchain protocol for toke-
nizing real-world assets, underwent a tho-
rough security audit conducted by the 
leading Web3 auditor, Hacken. The results of 
the audit yielded a flawless score of 10/10, ser-
ving as a testament to the high level of secu-
rity and integrity that the protocol offers. 
 
The full score from Hacken builds upon the proven 
track record achieved by its previous version, which 
has received similar approval from the reputable 
third-party auditor, Kaspersky. Over the years, the 
protocol has undergone multiple developments to en-
hance its capabilities and cater to the needs of the tok-
enization ecosystem.  
 
ERC3643 is the leading token standard for permis-
sioned tokens. It provides a comprehensive frame-

work for token issuers to enforce compliance and con-
trol, making it the most suitable standard for tokeniza-
tion of real-world assets and financial instruments. 
With its proven track record of five years, it has be-
come the de facto standard for tokenization. In fact, 
more than $28B of assets around the world have been 
tokenized using the protocol, including open-ended 
funds (UCITs and REITs), alternative funds, asset-
backed securities, debt, real estate, equity, trade fi-
nance, with much more in the pipeline. 

The key enabler of the compliance framework is 
ERC3643’s built-in decentralized identity (DID) 
framework, ONCHAINID. It provides a reliable way 
to ensure compliance by verifying the identity of token 
holders via verifiable credentials. As a result, this so-
lution allows users to retain full custody of their assets, 
providing a high level of security and control all 
within a compliant environment, even on a public 
blockchain. Notably, the ONCHAINID standard was 
audited in parallel and earned as well a 10/10 security 
score from Hacken's audit. 
 
Hacken's position as a top tier security auditor for 
blockchain protocols is indisputable. Its extensive 
portfolio includes conducting security audits for nu-
merous high-profile crypto exchanges, underscoring 
their profound comprehension of the security neces-
sities of blockchain-based systems. With both proto-
cols earning 10/10 security audit scores from Hacken, 
users can trust that they are reliable and secure op-
tions for asset tokenization and identity verification. 
The release of ERC3643 V4 is Tokeny's latest contri-
bution to the standardization of tokenization for cap-
ital markets. These upgrades are also open source. 

By making sure that the main token standard for to-
kenized securities is always up-to-date with the latest 
innovations, Tokeny aims to accelerate the growth 
of the ecosystem. 
 
Head of Blockchain of Tokeny, Joachim Lebrun, 
added: "Receiving a 10/10 security audit score for the 
T-REX implementation of ERC3643 from Hacken is a 
testament to our commitment to providing the high-
est standards of security and compliance. This 
achievement not only furthers the growth of the tok-
enization ecosystem, but also instills confidence in our 
customers and partners that we prioritize their safety 
and security above all else." 
 
Dmytro Budorin, CEO of Hacken, also commented 
on the audit results: "We are pleased to have worked 
with Tokeny on this security audit, and we are im-
pressed with the level of maturity and security that 
the open source ERC3643 protocol provides. These 
smart contracts are designed to ensure that security 
tokens are issued and managed in a secure and reli-
able way, which is crucial for the success of any tok-
enization project."

Hacken Grants Tokenization Protocol  
ERC3643 a 10/10 Security Audit Score


